1. Go through the following two tutorials.  Answer these questions:
a. Why is the cross entropy optimization function used in the text classification exercise?
b. Why is the text classification model ‘overfit’ to the training data?  How might you prevent this and have generalized learning?  Why is general learning better than high accuracy with the training data?
c. What does the first layer in the image classification neural net do when it flattens?  How are images represented when they enter the neural net?
d. Why is a softmax activation function used as an output layer in the first image classification test and a sigmoid function used in the second text classification test?  Why are there ten neurons in the softmax layer and only 1 in the sigmoid layer?
e. Which is better: getting really high accuracy on test data, or getting  really high accuracy on training data?  Why?
2. Vary each of the following hyperparameters and report what the difference in accuracy and loss is for this particular dataset.  Try and understand why varying that hyperparameter makes that difference and record your answer.
a. Optimizer
b. Loss function
c. Number of epochs
d. Number of batches or minibatches
e. Number of hidden layer units (neurons)
f. Type of neuron (vary activation function)
3. Class challenge: Get the best accuracy for test data on: 
a. Text classification: https://www.tensorflow.org/tutorials/keras/text_classification
b. Image recognition: https://www.tensorflow.org/tutorials/keras/classification

