

Unity ML-Agents

Python (tensorflow)
C# 

Unity SDK communicating with ML in python
1. Get Anaconda and python 3 and tensorflow working
2. Get ML-Agents from unity github repo
3. Set up an environment for ML-agents
4. Modifying some of the ML-agents examples 






















Convolutional Neural Networks:

For pandas, you can fix a series of stock data by reading in a range of dates, adding multiple columns of assembled stock data, dropping the nan values.  Then you have a single dataframe with stock data that is nicely formated for multiple stock companies.

Alright what if we have a sell/buy algorithm at top, perhaps using Q deep learning, and it is informed by multiple neural net analysis of whether particular stock prices are going up or down?

A good way to start to understand Q learning might be to make it be able to buy or sell any stock and play against itself and output the moves it makes in a more readable format.

Maybe you could save the models that make the mistake of classifying fake stock price predictions from real when those predictions are within a margin of error.  Save the models and then use them together by taking the mean predictions or something for future prices?  GNA model again.  Or it could be a GNA Model for the base, and a 2 player game where the moves to maximize are generated on the basis of the predictions of those models that get it right most of the time?

Stock ideas: US etf interested in china equities are falling due to trade war between america and china.  It might be a good idea to invest in some before the turn around (But notice how fragile this strategy is, the wrong president and the stocks start to fall).


General notes:
Always set up an environment in Anaconda or use the tensorflow environment.  


Project - send data to an aws instance that can process using ML tensor flow and whatever else you need from a couple languages: C#, Arduino, C++, Javascript.  Keep data in the same format somehow.  JSON?  Pandas arrays? CSV files?  Streamed?
With a network of data can you get patterns of human movement out of it?  Visualize those patterns somehow?

As you go through these classes, we want to show the best way of storing, transferring, loading, and displaying data for a given problem type and the best type of ML algorithm to use for a given problem type.

Things that would be useful:
Hiring predictions for geographic area, skillset, other features
Real Estate predictions
Stock market predictions

General Notes: Neural networks are useful when you have a LOT of data and aren’t really sure which pieces of the data are going to be useful as predictive and sensitive to category placement and need to do one of the following: 
Classify something as an instance of category X based on other features (this includes predictions - will S be an X?  Is the same as is S a future X?)

Generative Adversarial Neural nets for stocks:
Have a generator getting better and better at faking next stock prices, and a discriminator better and better at guessing which is the actual next day stock prices.  Then the goal is predicting actual stock prices for the next day.  Does X go up or down and by how much and will it keep going up or down and for how long are the questions you want to answer.  These can be binary regression phrased, or we could use categories.  This is advantageous because you only need the current stock prices data which should be freely available, then extrapolate with the generative getting better at facking, the discriminitive getting better at discriminating every day.

When the generative gets really good, to the point where it is actually making predictions that happen, it’s time to start buying stocks.  
One crtical advantage you have as a programmer is automating the buy sell of the stocks, there must be a way this can be done so that predictions that are crucial and optimal for making the most money happen automatically across a range of different stocks, and different times for buy and sell.  Remember this is a kind of endless score game, so an GAN can be used to train the shit out of a RNN.  If we get good at distinguishing real and fake stock predictions and categorizing maximal sell and buy points during the time series at the same time since classificaiton and regression can be handled in tandem, we can then unleash that on the live market.  The generative is the one of interest, generating the closest to real predictions, and then getting better when the actual real values come in day by day, can be used to make bets on the generative predictions that are judged as viable according to a percentage chance that this generative value is likely to be true, which can be given by something.

Time series RNN, LTSM or R


Bringing AI into this world and ourselves into the AI world - networking, programable physics, what if we could experience what a computer experiences, would it help us understand the kind of mind we’re buildling?  What if we could join a server, do some stuff, disconnect from the server and watch the AI’s mind do machine learning until we reconnect?  The debug log of python could be fed back into a unity client… the editor is open throughout the training of ML Agents, so potentially you could be connected to a server running a ML training algorithim while you sit in VR and watch it...

Let’s keep this simple.  At the outset we have developments happening in all these feilds, especially AI, so what I say must be general and the details of implementation or experimental procedure while interesting and vital to the fields, are not important here.  Nor is the optimal solution to any problem.  Time is a factor in writing this and getting it to the public so that nothing becomes outdated, and so working in that constraint it is important to give working code, give versions and dates, and focus more on the philosophical side of things for how we move forward and what we can understand given what we know currently and the resources we have.  We have an incredibly complex set of topics here, there won’t be enough time to say anything but highly superficial stuff on everything, so we have to either pick a few or say things on each that lead to a specific way of looking at human and mechanical cognition.  

So:
	We have 2 domains and many dimensions for each other we’re primarily interested in: creating ai with this domain and understanding human mentality with this domain.  Who is this book for?  How does it fit in with the class?  This book is for the general public of the interested in education variety.  I want to reach everyone.  So keep it light.  The class is a specialization class, keep discussions light and helpful to the book, have assignments where the specialization can grow.

Time and space from a computer’s perspective - empathy as directly accessing someone else on the network and their entire world in VR, this kind of thing where we use immersive experiences to understand the mechanical viewpoint, bring our human perspective into that world and let our minds be shaped and affected by it.  

Don’t forget part of this project is to cross domains.  A big part.  So for computers this means sensing things in the real world, representing that information and doing somethign with it in a digitial world that humans can actually enter into and interact with (VR, AR), then changing something in the real world with a motor or vibration or some kind of physical thing even a sound.  The cross domains for humans is to enter into a virtual world, expereince the ability to control physics at will, including time and space, and the ability to network or be in many places simultaneously as a program can be or jump from place to place at will, the expereinces of having no moral laws, no physical laws, except those we impose.  

Consider the restriction of possibility and information as the key to consciousness. For a program to be interesting, it has to restric certiain things it could potentially do.  Every game neeeds some rules, although no rules in particular are nescessary.  Human consciousness is a matter of restricting information and only focusing on the relevant.  Am I going crazy?

Anyway two domains, dimensions of analysis are:
1. Resources for understanding/implementing and choice amount those.
a. Philosophy and History for both AI and Human
b. Human resources 
i. Psychology 
ii. Neuroscience
iii. Anthropology, sociology, others
iv. Self help 
c. AI resources: 
i. Languages
ii. Frameworks
iii. Services
iv. IDE resources
v. API’s
2. Normative dimensions for how things go wrong and get better for x in these two domains.
3. Applications: For human understanding, how to improve X, for AI how to create X. Each should be informed by the other.
4. Comparisons: what are the similarities and differences between how we create and how we understand.  What do these teach us about AI and about human consciousness?

What are our resources for understanding x?  What agreements and controversies exist?  Of those options, why am I choosing this subset to explore here?  


For training in python: Have little challenges in C# and unity to program and graphically illustrate something, a little lecture, then another challenge to reduce the functionality to a jupyter notebook.  The jupyter notebook should be stored in a drive and all notes from class and readings kept in there.  Share that notebook with me, and I’ll perform checks on everyone present as I go through that notebook each class.  Let’s just use google sheets to keep track of attendance and participation every day.  Mean, std, summation, derivatives, normalization, the other thing like normalization, dictionary stuff, json stuff, anything with importing libraries.

1. Acting.  
a. Predictable acting with a range of possible activities (project program a repeating loop of behaviors)
b. Adding in an element of unpredictability. (randomize this loop, make a game element in interacting with this element of randomness).  What is it about random that gives us meaning?  It seems like these are two extremes.  Philosophical thoughts on chance and predictability and meaning. 
c. Project implement a type of action not given here
d. Acting beyond the digital world (vibrations to arduino motors and Alexa)
2. Sensing
a. Sensing in unity (project, implement a sense other than sight in unity).  
b. Automatic acting based on sensing
c. Sensing beyond the digital world (pulling video from cams, audio from apps, using arduino sensors and health sensors on smart watches (get some smart appliances on dep. money).
3. Thinking
a. Deciding among a range of actions which is the best
b. (Free will again)
c. Behavior trees as a form of thinking
d. Q state algorithms
e. Categorizing things as good or bad and as what they are: Deep Neural nets, other forms of ML categorization.
f. ML agents setup (we won’t understand everything that’s going on for a while, but there’s some pretty sophisticated remembering predicting categorizing and potentially understanding going on behind the scenes).
4. Remembering
a. Various types of memory internal to game (one thing has memory local to it)
b. Metaphor with books and human minds and memory and cpu using that memory
c. External database
d. Remembering from multiple sources (raspberry pi, arduino, and chip data dump)
5. Predicting
a. ML algorithms for prediction, deep learning
b. Emotion (memory, prediction, value as a sensation?)
c. Fear and Desire (ways to model this in AI with rewards/punishments)
6. Communicating
a. What is another things memory of that kind of situation
b. Can we benefit if we team up.  New kind of value to model.
c. Empathic emotions.
d. More complex emotions about other agents - how to model the state if this thing is more greedy while this thing is more helpful
e. Networking (we are not bound by our local communication, neither are the machines, we can network with storage or with other machines directly) The data flow from chip to raspberry pi to memory dump.
f. The turing test and NLP.  Language.
7. Understanding
a. The level of the game AI (the game as a whole and what it knows) and the AI in the game.  
b. Are we the neurons in a vast consciousness we can’t comprehend?  
c. Searle Chinese room and assorted problems.
d. Deep q networks and understanding games (better than humans, or faking it?)
8. Consciousness
a. Philosophical theories of consciousness
b. Neurological information about consciousness
c. AI and consciousness
9. Creativity
a. Human creativity 
b. Computational creativity
c. Aesthetics
10. Morality
a. Theories of morality based on reasoning, suffering(consciousness)
b. Applications of morality to current issues surrounding AI both for humans and for the AI.


AR CORE development
Philosophy:
 1, Thinking:
		Mediation and mindfulness
a. Turing Test - “Can a machine think?” Mind 1950
b. Games - Chess, Jeopardy, Go.
c. Watson - let’s get an account, build it into Unity
d. Deepmind Lab, github
e. What is AI?
f. Aristo open source scientific reasoning ai
g. Cognitive pyschologyu and neuroscience.
h. Intensionality, conscious and unconcious thought.  
i. Metaphors and explanation in philosophy and comptuer sceince on thinking.  Pyschology tools of explanation.
j. Categorization and understanding.  
k. Knowledge in philosophy informed by human endeaver
l. Fallacies of reasoning.  
m. How to improve your reasoning. 
n. Logic and overfitting - don’t actually want perfect prediciton with a model on a training set - isn’t that interesting?  A little bit of error is actually better, maybe it is the errors that make us human - the ability to fail and desire to fail and get it wrong or something.
2. Remembering:
1. The neuroscience of memory
2. How do you pragmatically improve your memory?
3. Knowing that versus knowing how to get information to know that.  Knowing how versus knowing how to come to know how to do x.  Is this a real distinction for machines?  It doesn’t appear to be, but maybe
4. How memory goes wrong.
5. 
3. Planning in the future:
1. Prediction in AI
2. Sports and predictive behavior
3. Practical reasoning.  
4. How to get better at this?
5. How it goes wrong.
2. Emotion:
a. What are emotions?
b. Different ways to study emotions - comparitive psychology, philosophy, literature, anthropology, sociology, neuroscience, pyschology, computer science.
c. Simulating emotion and AI
d. Moods versus emotions
e. Tie in to creativity?
f. Philosophers and people to read on emotions.
g. Spirituality?  Or in creativity for this too?
h. Addiciton and desire.  Reward Q learning and GANs.  12 step programs.

3. Acting
i. Exploring
ii. (Talking - later)
iii. Making choices (free will, let’s have multiple states, and multiple reasons you might want to be in any particular state - health, food, etc.) - sensing, desiring, remembering, reasoning, acting
iv. (later: Learning - thinking and acting, adjusting weights, you need memory in order to learn… so after this)
v. Attacking, defending, reproducing, consuming, healing, helping, patrolling.
vi. Action in philosophy, the move from the word to the deed.  Fee will!!!  Parfit is probably the best to read on free will.  Pyschology experiment with undermined and neural activity.  How is our will probably influenced already by mechanical algorithms guided by ML?  Who is driving that particvular train?  Money?  The Algorithim itself and its survival.  Money is a medium that a pattern, like a formula or algorothim that makes a lot of moeny when used in the right kind of way, can continue to attract humans to maintining and using and refining the algorithm or pattern.  This pattern has a life, it is self replicating with the help of it’s maintainers.  What if we become less conscious as the entities we are a part of become more conscious?  Is this possible?  
vii. Let’s not overcomplicate this.  Start in the order you need for it to make sense to provide some new ability.  
4. Communication: 
a. NLP and related topics
b. Interpersonal communication and intrapersonal communication
c. Meaning semantic and what not in philosophy
d. Theories of communication in pyschology.
e. Empathy the communication of emotion.
f. Communication through art...
3. Sensing
viii. Human senses simulated in Unity
ix. Remembering sensed data - sensing and thinking
x. Multiple sensing - networking and parallel computer agents - comptuers have esp through networking!
xi. Sensing in unity and sensing in the real world through arduino
xii. What is color?  Philosophical discussion of the ontology of color experience.
xiii. Consciousness and what it’s like to be a bat kind of discussion.  Sense data and having a perspective.  Can we give something a perspective?
xiv. Pansychism, idealism, the problem of consciosness.
xv. What are the differences between machine ‘sensing’ and human sensing? 
xvi. Types of sensing availble for ML:
1. Heat
2. Vision (video)
3. Sound (sonar, air waves)
4. Pressure
5. Vision Infrared (what it’s like to be a bat - is this sonor?) Motion detection, etc.
6.  Vision RF waves - computers detect all on the spectrum, light is just part of this.
7. Chemical composition (smell, taste) sensors
8. Others?
4. Creativity
1. Computational creativity
a. Narratives
b. Game level generation
c. Artwork
d. Music
e. Poetry

Technology and Applications:
4. Deep learning
a. Neural networks
b. Stats concepts
c. Python concepts
5. Game playing
a. The course textbook
b. NPC’s
c. A* algorithim
d. Utility based agents
e. Unity ML Agents
f. Unity agents
6. Langauge processing
a. Chatbots
b. Natural langauge processing apis
c. Affect analysis in twitter and other mediums
7. Computer Vision
8. Affective agents
9. Audio processing
10. Robotics
11. Automation 
a. Automated cars
b. Automating any task
c. Testing games with automated agents
12. ML
a. Supervised
b. Unsupervised - talk about page one rank in google
c. Reinforcement learning

13. Fiction and Art
1. Westworld
2. The matrix
3. AI
4. I robot
5. Her
14. Moral implications of AI
1. The risk of singularity disasters
2. How should we govern morality in AI?
3. What should AI be able or not be able to do?
4. What is morality and how do you code it?
5. Should AI have rights?  At what point?
6. Does AI have the potential or already have a mind/soul?
7. What is human morality?  How is happiness and wellbeing understood in psychology and what presuppositions go into this.  Are we mechanizing wellbwing?  Should we be, or should it be the opposite we put wellbeing into machines preserving human values? 


Some greatest hits: Dretske on action?  Age of spiritual machines guy on AI.  The unity guy on AI.  Dennett on consciousness.  Chalmers on consciousness.  Nagel on consciousness.  Greatest hits on emotion and creativity.  Some talks and stuff on this.  

