Tutorial 1:
Topics for research:

Neural networks
Deep learning
a. Geoffery Hinton (check out youtube - big name in deep learning)
b. Mimic how human brain operates to learn with computers
c. What is a neuron
d. How do neurons work in the human brain
e. If we mimic the human brain, and the human brain gives rise to consciousness…
f. Replication, Point of view, Interests
g. Input layer, hidden layer, output layer
h. Connect many hidden layers to initial input values
Moore’s law
Increase in processing power, data, memory
DNA storage

Tutorial 2:
1. Installing python
2. Anaconda python installs IDE’s for python allows for environment creations
ANN Inution:
Neuron: 
Dendrites
Axon
Synapse (the place where the signal is passed for our purposes)
How to create them in machines:
Neuron/Node, get’s input signals, has an output signal/value
Yellow means an input layer (neurons get input from neurons)
Inputs are independent variables that are descriptions of a single entity you are generating a predictive model about
You might want to standardize or normalize these variables to get either values between 0 and 1 or have a standard deviation of 1
Yann LeCun 
Output value can be continuous, binary, or categorical
Input’s are a single observation, output is also
What is a linear regression?
Synapses get assigned weights (this is how neural networks learn which signal is important to pass along and to what strength for every single neuron.  These are things that get adjusted.
Gradient descent and backpropogation are ways of adjusting the weights.
In the neuron, we take the weighted sum of all input values, then applies an activation function assigned to the neuron or to the layer.

Activation function:
4 types we will discuss: 
Threshold function: if less than 0, 0.  If greater than 0, pass on 1.
Sigmoid function: used in logistic regresion.  Smooth function.  Above zero approximates towards 1.  Useful in predicting probabilites.
Rectifier function: max of 0 and x
Hyperbolic tangent function: goes below 0, between -1 and 1.

Once trained, Neurons activate in the hidden layer depending on the specific thing they’re focusing on through the training.  
Perceptron - karl rosenburg
Cost function - the error in the prediction
The cost function updates the weights, and shrinks as the weights are updated
An epoch feeds the rows of data into the same neural network
The cost function can be calculated as a sum to give an updated cost function
How do you determine the weights?  

Gradient descent:You could try a thousand different random inputs for weights, see which has the least cost function?  Too many wieghts in practical situations.  If we wanted to try out a 1000 combintations of 25 weights, this would be 10^75 combinations, not feasible would take longer than the universe has existed on the words fastest supercomputer.
Gradient descent is an alternative to brute force.  We calculate the slope of the cost function to find the best weights.  

Stochastic gradient descent adjusts the wieghts after every single row instead of batch gradient descent to avoid local minima of cost function when adjusting the weights.  Stochastic gradient descent is faster and avoids local minima.  Batch gradient descent is deterministic rather than stochastic or random, the same starting weights for stochastic may not result in the same neural network final weights.  You can also do a mini batch gradient descent method.
Back propogation - adjusts all of the weights at the same time in a neural network.  




